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Tree Decomposition for Influence Diagrams and  Limited Memory 
Influence Diagrams
• Graph separation criteria for identifying single-stage decision problem

• Valuation algebra over submodels using graph-based operations

• Submodel-Tree Clustering and Elimination Scheme 

Submodel Decomposition Bounds
• Bounding MEU by exponentiating utility functions

• Re-use decomposition bounds in Marginal MAP inference

Contributions
• Generate submodel-tree with lower tree-width by removing irrelevant 

variables and functions in each submodel

• Scalable convex upper bounds for MEU

Summary

Influence Diagrams

Graphical Models

Partial Evaluation and Local MEU

Evaluate MEU over the subset of decision variables 

and utility functions
• Maximize expected utility U2+U3 over two decision variables 

D2 and D3

Submodel in IDs

Graph-based Submodel Identification

Submodel-Tree Decomposition

Identify 2nd Stable submodel Eliminate submodel from ID Identify 1st Stable Submodel

Bounding MEU of Each Submodel

Experiments
Synthetic ID Benchmarks

SysAdmin MDP Probabilistic Planning Problem 


