
AOAS: Best of Both Worlds

ORAS→
8 nodes;
2 configs

 AOAS 11 nodes;
16 configs

 p-AOAS
42 nodes;

128 configs
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Interpolating Between Sampling and Search
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Variance Reduction:

[Rizzo, 2007]
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Proposal Distribution

w(n) = importance weight

g(n) = path cost

h(n) = estimated mass          

of subtree

r(n) = estimated ancestor 

branching mass

Expand and abstract 
the AND/OR search 
tree in a DFS manner 
based on its guiding 
pseudo-tree
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Immediately prune 
nodes that will not 
contribute to valid 
configurations

2
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AOAS

The result is a provably valid 
probe that contributes
to an unbiased Monte-Carlo 
estimate.
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𝑓(𝑋)We present AOAS: an unbiased and scalable AND/OR Abstraction 
Sampling scheme for computing the partition function (Z)

Summary

Expand configuration search tree variable-by-variable;  
group nodes based on an abstraction function

For each abstract state, use 
a proposal distribution to 
stochastically choose and 
reweight a representative

The result is a multi-configuration 
sample (probe) that estimates Z

Samples are averaged to 
produce a Monte-Carlo estimate
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Abstraction Sampling
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